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Abstract

We present OpenDial1, an open-source
toolkit for building and evaluating dia-
logue systems. The toolkit is centered on
a dialogue state expressed as a Bayesian
network and acting as a shared memory
for the system modules. The domain mod-
els are specified via probabilistic rules
encoded in a simple XML format. The
toolkit has been deployed in several appli-
cations domains such as human–robot in-
teraction and in-car driver assistants.

1 Introduction

Software frameworks for dialogue systems are of-
ten grouped in two categories. Symbolic frame-
works rely on finite-state or logical methods to
represent and update the dialogue state. While
they provide fine-grained control over the dialogue
flow, these approaches often assume that the state
is fully observable and are thus poor at handling
errors and uncertainty. Statistical frameworks, on
the other hand, can automatically optimise the di-
alogue behaviour from data. However, they gener-
ally require large amounts of training data, making
them difficult to apply in data-scarce domains.

The OpenDial toolkit adopts a hybrid approach
that combines the benefits of logical and statistical
methods into a single framework. The toolkit re-
lies on probabilistic rules to represent the internal
models of the domain in a compact and human-
readable format. Crucially, the probabilistic rules
may include unknown parameters that can be au-
tomatically estimated from data using supervised
or reinforcement learning.

2 Architecture

The OpenDial toolkit relies on an information-
state architecture in which all components work

1http://opendial-toolkit.net.

together on a shared memory that represents the
current dialogue state (see Fig. 1). This state is en-
coded as a Bayesian network, where each variable
captures a particular aspect of the interaction.

The toolkit itself is domain-independent. To ap-
ply it to a given dialogue domain, the system de-
veloper provides an XML-encoded domain spec-
ification containing (1) the initial dialogue state
and (2) a collection of probabilistic rules for the
domain. The probabilistic rules are expressed as
if...then...else constructions mapping logical con-
ditions to probabilistic effects. The rule condi-
tions are logical formulae using the standard oper-
ators and relations from predicate logic. Each con-
dition is associated with a distribution over mu-
tually exclusive effects, where each effect corre-
sponds to an assignment of values to some state
variable(s). The parameters of these distributions
may be initially unknown, allowing them to be es-
timated from data via Bayesian learning.

At runtime, the probabilistic rules are instanti-
ated in the Bayesian network representing the di-
alogue state. Standard algorithms for probabilis-
tic inference are then employed to update the dia-
logue state and select new system actions. Lison
(2015) provides more details about the formalisa-
tion of probabilistic rules, their instantiation and
the estimation of their unknown parameters.

Dialogue 
state

Speech 
recognition

Language 
Understanding

Dialogue 
management

Generation

Speech 
synthesis

Situation 
awareness Extra-verbal 

modalities
...

User 
utterance uu

User dialogue 
act au

System 
action am System 

utterance um

Figure 1: Schematic architecture for the toolkit.

194



(a) Chat window (b) Dialogue state monitor

Figure 2: Graphical user interface for the toolkit.

3 Implementation and Applications

The toolkit is implemented in Java and released
under an open-source license. The software comes
with a graphical user interface allowing system de-
velopers to run a given dialogue domain and test
its behaviour in an interactive manner (see Fig. 2).
A collection of plugins extends the toolkit with
external modules for e.g. speech recognition and
synthesis or dependency parsing.

The toolkit has been deployed in several appli-
cation domains, either as an end-to-end system or
as a sub-component in a larger software architec-
ture. One application domain is human–robot in-
teraction. Lison (2015) illustrates the use of Open-
Dial in a domain where a Nao robot is instructed
to navigate through a simple environment, fetch an
object and bring it to a landmark. The probabilis-
tic rules for the domain relied on parameters es-
timated from Wizard-of-Oz data. Similarly, Ken-
nington et al. (2014a) describe how the toolkit was
used as dialogue manager in a twenty-questions
game between a robot and up to three human par-
ticipants. The parameters of the dialogue pol-
icy were also estimated using Wizard-of-Oz data.
This domain was not only multi-participant, but
also multi-modal: the toolkit tracked the state of
each individual participant’s speech, dialogue act,
attention (e.g. towards the robot or towards an-
other participant), and participation state (e.g. pas-
sive or active) and provided decisions on what to
say and where to direct the robot’s attention.

The toolkit has also been deployed as dialogue
manager in an in-car dialogue scenario (Kenning-
ton et al., 2014b). The system objective was to
deliver upcoming calendar entries to the driver via
speech. The toolkit was employed to track the
state of the dialogue over time (using information
from the driving simulator to make the system “sit-

uationally aware”) and decide when the system’s
speech should be interrupted, for example when
a dangerous driving situation (e.g. a lane change)
was detected. This system was later enhanced to
allow the driver to signal via speech or a head nod
that the interrupted speech should resume.

4 Conclusion
The OpenDial toolkit rests on a hybrid framework
combining ideas from both logical and probabilis-
tic approaches to dialogue modelling. The dia-
logue state is represented as a Bayesian network
and the domain models are specified using prob-
abilistic rules. Unknown parameters can be esti-
mated from dialogue data via Bayesian learning.

The toolkit is in our view particularly well-
suited to handle dialogue domains that exhibits
both a complex state-action space and partially ob-
servable environments. Due its hybrid modelling
approach, the toolkit is able to capture such dia-
logue domains in a relatively small set of rules and
associated parameters, allowing them to be tuned
from modest amounts of training data, which is a
critical requirement in many applications.
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