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“FinAI”
► R&D project in collaboration with Exabel:

“FinAI: Artificial Intelligence tool to monitor global 
financial markets”

► Development of a range of novel statistical / machine 
learning techniques for financial investors
▪ Turn massive streams of data into actional insights!
▪ Including both text data and other sources
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NLP for finance

▪ News articles, social media, financial reports, etc.

► Pretrained NLP models available for tasks such as 
Named Entity Recognition
▪ At least for English (and a few other languages)

► However, their performance degrade rapidly when 
applied to texts that differ from the type of texts 
observed in the training set
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► NLP is a crucial tool to extract 
structured information from 
unstructured text sources



Example (with Spacy)
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The data problem

► NLP models can be quite “brittle” and suffer from even 
small mismatch (e.g. differences in punctuation or casing) 
between training data and the actual “test” data

► How can we develop NLP models that are better tailored to 
the type of texts we must deal with?
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a. Collect & annotate our own training 
data and train new model on it

b. Use transfer learning to adapt an 
existing model

c. Use weak supervision to 
automatically annotate data from 
our target domain

Expensive & 
time-consuming!

Cheaper, but need a 
good model to start 
with, along with 
labelled data from 
the target domain



Outline
► A short intro to weak supervision

► Weak supervision for named entity recognition

► Results & conclusion
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Based on the paper “Named Entity Recognition 
without Labelled Data: A weak supervision 
approach”, currently under review for ACL 2020
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7

Based on the paper “Named Entity Recognition 
without Labelled Data: A weak supervision 
approach”, currently under review for ACL 2020



Weak supervision
► Goal: train machine learning through “weaker / noisier” 

supervision signals obtained from different sources
▪ Instead of relying on a single “gold standard”

► Approach:
1. We start with some raw, unlabelled data

2. We apply several “labelling functions” (heuristics etc.) to 
obtain some (imperfect) labels of our data

3. We then aggregate together the labels

4. And we train our ML model on these aggregated labels

8



9A. Ratner et al. (2019), “Weak Supervision: A New Programming Paradigm 
for Machine Learning”, http://ai.stanford.edu/blog/weak-supervision/

Relation to other ML paradigms

http://ai.stanford.edu/blog/weak-supervision/


One popular weak supervision framework is Snorkel: 
(www.snorkel.org, originally from Stanford U.)
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http://www.snorkel.org/
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One popular weak supervision framework is Snorkel: 
(www.snorkel.org, originally from Stanford U.)

However, Snorkel has some limitations:
• Assumes all data points are i.i.d
• Cannot take into account “probabilistic” labels

Not well suited for sequence labelling tasks such as 
Named Entity Recognition (consecutive words in a 
sentence are not i.i.d.!)

We have developed a novel weak 
supervision approach tailored to NER 
and other sequence labelling tasks

http://www.snorkel.org/


Outline
► A short intro to weak supervision

► Weak supervision for named entity recognition

► Results & conclusion
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Based on the paper “Named Entity Recognition 
without Labelled Data: A weak supervision 
approach”, currently under review for ACL 2020



Weak supervision for NER
► The goal of Named Entity Recognition is to detect entities 

related to persons, organisations, places, dates
▪ Each entity may consist of one or several words
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• Named Entity Recognition is a crucial step for most text 
mining tasks

• Framed as a sequence labelling problem (decide for 
each word whether it is part of a named entity or not)



Approach
1. We first collect large amounts of text data from the domain 

we are interested in
1. E.g. financial news from Reuters and Bloomberg

2. We then define many alternative “labelling functions” that 
will automatically annotate the texts with named entities

3. We then aggregate all these annotations

4. And finally train a sequence labelling model (a standard 
convolutional neural net) on these aggregated annotations

14



Labelling functions
1. NER models with out-of-domain data:

▪ 4 distinct models, using training data from news articles, 
broadcast, tweets, SEC reports, etc.

2. Gazetteers:
▪ Wikipedia (persons, organisations, places, products)
▪ Geonames
▪ Crunchbase
▪ DBPedia
▪ Curated list of countries, languages, nationalities, political 

and religious groups
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Labelling functions
3. Heuristic functions:

▪ Recognition of proper names
▪ Recognition of dates, money amounts, percents
▪ Recognition of legal references
▪ Etc.

4. Document-level relations:
▪ Label consistency
▪ Document history
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named entities occurring 
multiple times through a 
document have a high 
probability of belonging to 
the same category

Entities are often 
introduced in “long-form” in 
a document, then in 
shorter form afterwards



Example (gazetteer from Crunchbase)
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Aggregation
► Once we have 

defined all 
labelling functions, 
we need to 
aggregate them
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► We rely on a simple Hidden Markov Model (HMM)
▪ The states are the underlying (unknown) labels
▪ One emission per labelling function

► Model estimation using the Baum-Welch algorithm



Final model
► Finally, the machine learning model is trained on the 

(probabilistic) aggregated annotations:

► We employed a convolutional network (with four layers) in 
our experiments, but any other architecture may be used
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Neural architecture



Evaluation
► We evaluated our approach on two datasets:

▪ A corpus of older news articles from ConLL 2003
▪ A newer collection of texts from Reuters and Bloomberg 

annotated via crowdsourcing

► We compared our approach to several baselines, including 
the current state-of-the-art in unsupervised domain 
adaptation: “AdaptaBERT” (presented in 2019)

► Metrics: precision, recall and F1
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How many named 
entities did the 
model detect?

How many of the 
detected entities 
were correct?

Harmonic 
mean between 
the two



Evaluation (ConLL 2003)
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Evaluation (Reuters & Bloomberg)
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Output example
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Conclusion

► Weak supervision is a powerful approach to train machine 
learning models in the absence of labelled data
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► Allow us to inject expert 
knowledge (from heuristics, 
existing resources, etc.) into 
the model

► Demonstrated here for 
Named Entity Recognition, 
but can be applied to a wide 
range of problems
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